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Summary
This research is concerned with the problem of pinning based output synchro-
nization control for a complex networks with random saturation vulnerable to
hybrid cyber-attacks via an adaptive event-triggered scheme (AETS). The out-
put synchronization error systems are subject to suffer from deception attacks,
replay attacks, and denial-of-service attacks. A novel hybrid cyber-attack model
is first constructed to integrate the three kinds of attacks into a synchroniza-
tion of complex network. AETSs based on output synchronization errors with
the consideration of hybrid cyber-attacks, have been proposed to reduce the
burden of communication. A pinning control strategy is used to decrease the
control signal’s input. By constructing a Lyapunov functional and using the lin-
ear matrix inequality technique, sufficient conditions are provided to ensure the
output synchronization error system. Finally, a numerical simulation results are
developed to illustrate the efficacy of the proposed theoretical methodology.

K E Y W O R D S

adaptive event-triggered pinning control, complex networks, hybrid attacks, Lyapunov-functional

1 INTRODUCTION

Complex networks (CNs) have gotten a lot of attention in recent years because of their variety of applications, including
biological systems, communications networks, World Wide Web, electric power grids, and robot formation.1-3 Numer-
ous researchers have devoted decades to the study of complex dynamical networks (CDNs), particularly in the domain
of synchronization.4,5 The phenomenon of synchronization is common among the dynamical behaviors of CNs. In the
past few years, this essential and interesting collective behavior in CNs has received a lot of attention for its wide range
of applications. For instance, communication security, biological networks, ecosystems, chaos-based communication
networks, parallel image processing.6-9 As a result, the synchronization of CNs has become a popular issue in both prin-
ciples and applications. Many significant results in the synchronization of various CDNs have been reported so far.10-13

Some appropriate controllers must be designed in order to drive a complex dynamic network to achieve synchronization.
Recently, different control techniques for synchronizing CDNs have been developed, including fault-tolerant control,14

sampled-data control,15 impulsive control,16 pinning control,17 and adaptive control. In Reference 5, some necessary
requirements for establishing pinning synchronization on CNs are described.
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In CNs, control strategy is always an interesting topic. The time-triggered scheme, in which sampled data is trans-
ferred to the communication network at a fixed time interval, has been the most widely used transmission technique in
recent decades.18 An event-triggered mechanism was developed and is widely used to reduce unnecessary resource con-
sumption.19 One of the most difficult aspects of implementing event-triggered control (ETC) is that the event function
must be continuously monitored, which is difficult to achieve on digital platforms. The control cost can be significantly
reduced with the implementation of this triggering mechanism. As a result, ETC has been widely used to research CNs,
multi-agent systems, logical control systems, and biological systems.20-22 To address the interactions between the quanti-
fier and the sampler, novel event-triggering and quantization mechanisms were proposed in References 23 and 24. The
adaptive ETC strategy is used to output feedback control, thereby resolving the problem of unmeasurable states.25-29

As we all know, the saturation is a frequently encountered event, caused by physical constraints in many practical
applications.30-32 The presence of saturation nonlinearity can reduce the performance of systems and potentially cause
them to become unstable. This can lead to adverse performance degradation. As a result, the challenge of saturation
analysis and control deserves a huge amount of attention.33 Even if the input is known, we can’t get the outputs with
direct feed through because of output saturation.34,35

With the advancement of networks and modern technology, cyber security has recently become more essential. As
a result,36 there has been a strong interest in investigating the impact of various cyber-attacks on CNs. In particular,
cyber-attacks have been considered a leading challenge to network security, with the goal of disrupting control perfor-
mance and degrading stability by destroying critical data transmitted across a network.37 Cyber-attacks are classified into
three kinds: deception attacks,38 replay attacks,39 and denial of service (DoS).40 Numerous researchers have focused on
the issue of system control synthesis under cyber-attacks.38,41-43 By preventing the signal or information from reaching
its desired target, DoS attacks damage the system’s performance. Deception attacks occur when attackers may intro-
duce false data into actual data, destroying the integrity of the data. Secure synchronization of CNs under deception
attacks against vulnerable nodes.38 A replay attack is a special type of deception attack in which the attacker can access,
record, and replay sensor data. In Reference 40, adaptive control design is used to guarantee the security and safety of
sensor and actuator attacks. The decentralized event-triggered H∞ control system under cyber-attacks is addressed in
References 41,44-46.

Based on the preceding results, this article studies the pinning based output synchronization control problem for
CNs with random saturation subjected to hybrid cyber-attacks via adaptive event-triggered scheme (AETS). To the best
of authors knowledge, pinning synchronization of CNs with hybrid cyber attacks have not been studied yet. To be more
specific, the following are the main features of this work:

1. To begin, we changed the output pinning synchronization problem of master-slave CNs into the stability problem of
the synchronization error system while simultaneously considering hybrid cyber-attacks and random saturation.

2. In the previous work11,12,38 either DoS or deception or both attacks are considered, but in this article a novel unified
framework of hybrid attacks is proposed in synchronization of CNs, which considers deception attacks, replay attacks,
and DoS attacks at the same time, in contrast to the existing works. In reality, this attack technique is widely available,
specifically in complex dynamical systems.

3. A novel output pinning synchronization control based on AETS is proposed, which can reduce computational load
and preserve communication resources. In comparison to previous studies,13,46 proposed control is more realistic and
advantageous for saving communication resources.

4. Novel sufficient asymptotic stability conditions for synchronization error systems have been established.
Event-triggered parameter and the controller gains can be acquired simultaneously utilizing LMI technology.

5. Finally, two numerical examples are presented to demonstrate the proposed design approach’s efficiency and
superiority.

2 SYSTEM DESCRIPTION

We consider the following drive system of CNs with N identical nodes:

{
𝜂̇i(℘) = Ci𝜂i(℘) + 𝔥(𝜂i(℘)) + 𝛼iΣN

j=1gijΛ𝜔j(℘),
𝜔i(℘) = Di𝜂i(℘), i = 1, 2, … ,N,

(1)
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ALI et al. 3

F I G U R E 1 Synchronization of complex network under hybrid cyber attacks.

where 𝜔i(℘) and 𝜂i(℘) are stands for the output and state of the ith node, at time ℘ respectively. Coupling strength is
denoted by 𝛼i, where 𝛼i > 0 and 𝔥(𝜂i(℘)) is a nonlinear function. Inner-coupling matrix is denoted by Λ. G = [gij]N×N
are the external coupling matrices of the network with gij > 0. Generally, the matrices G are symmetric and satisfy gij =
−ΣN

j=1,j≠igij. Ci and Di are the parameter matrices with proper dimensions.
Based on (1), output dynamic model is described as follows

𝜔̇i(℘) = ̄Ci𝜔i(℘) + Di ̄𝔥(𝜂i(℘)) + 𝛼iΣN
j=1gij ̄Λ𝜔j(℘), (2)

where ̄Ci = DiAiD−1
i ,

̄𝔥(𝜂(℘)) = 𝔥(D−1
i 𝜂i(℘)), ̄Λ = DiΛ.

The considered response system of complex network model is described as

{
̇

𝜗i(℘) = Ci𝜗i(℘) + 𝔥(𝜗i(℘)) + 𝛼iΣN
j=1gijΛ𝜛j(℘) + biui(℘),

𝜛i(℘) = Di𝜗i(℘), i = 1, 2, … ,N,

(3)

where, bi > 0 means node is pinned, otherwise bi = 0. ui(℘) is the control input of the node i.
According to (3), we have

𝜛̇ i(℘) = ̄Ci𝜛i(℘) + Di ̄𝔥(𝜛i(℘)) + 𝛼iΣN
j=1gij ̄Λ𝜛j(℘) + biDiui(℘).

Defining 𝜉(℘) = 𝜛(℘) − 𝜔(℘), we get the following output synchronization error system

̇

𝜉i(℘) = ̄Ci𝜉i(℘) + Di ̄𝔥(𝜉i(℘)) + 𝛼iΣN
j=1gij ̄Λ𝜉j(℘) + biDiui(℘), (4)

where ̄𝔥(𝜉i(℘),℘) = ̄𝔥(𝜛i(℘)) − ̄𝔥(𝜔i(℘)) (Figure 1).
To effectively reduce the communication burden of the shared network, an AETS is introduced between the sensor

and the controller for the node i. h is the sampling period and the released instant is ℘i
kh(k = 0, 1, ...), where ℘i

k is a
non-negative integer, ti

0h = 0 is the initial instant.
For the node i, the adaptive event-triggered law is taken as

𝛿

T
i Θi𝛿i ≤ 𝜓i(℘)𝜉T

i ((℘
i
k + j)h)Θi𝜉i((℘i

k + j)h), (5)

where 𝛿i(℘) = 𝜉i(℘i
kh) − 𝜉i((℘i

k + j)h),Θi > 0 is the parameter of AETS to be determined later and 𝜓i(℘) satisfies the
following condition

𝜓̇ i(℘) =
𝜈i

𝜓i(℘)
( 1
𝜓i(℘)

− 𝜅i)𝛿T
i (℘)Θi𝛿i(℘),

where 0 < 𝜓i(℘) < 1, 𝜈i > 0, 𝜅i > 0.
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4 ALI et al.

Thus, based on the triggering law (5), the next released instant can be determined by the following expression.

℘i
k+1h = ℘i

kh +min{lh|𝛿T
i (℘)Θi𝛿i(℘) > 𝜓i(℘)𝜉T

i ((℘
i
k + j)h)Θi𝜉i((℘i

k + j)h)}. (6)

The occurrence of communication delays is unavoidable when signals are transmitted through network channels. There-
fore, the transmission delay is also considered in this article, which is coincidence with the engineering practice. Let 𝜙i

k
as the communication delay of the node i.

Defineℜk = [℘i
kh + 𝜙

i
k,℘

i
k+1h + 𝜙

i
k+1) andℜk can be divided asℜk=

⋃wi
m=1𝛽

m
i , where

𝛽

m
i = [℘i

kh +mh − h + 𝜙

im−1
k ,℘kh +mh + 𝜙

im
k ),

𝜙

im
k =

{
𝜙

i
k, m ≤ wi − 1,

𝜙

i
k+1, m = wi.

𝜙i(℘) = ℘ − (℘i
k + j)h,℘ ∈ 𝛽

m
i , then under action of zero-order holder, the actual sensor measurement error can be

obtained as follows,

̄

𝜉i(℘) = 𝜉i(℘i
kh) = 𝜉i(℘ − 𝜙i(℘)) + 𝛿i(℘),

where 0 ≤ 𝜙i(℘) ≤ h +max{𝜙i
k} = 𝜙

i
N .

Remark 1. From (6), it is easily known that the sampling instants of node i are released and transmitted
at discrete instant ℘i

kh. Therefore, the event-triggering interval is not less than the sampling period h, that
is, ℘i

k+1h −℘i
kh ≥ h > 0, which implies that Zeno behavior is avoided under the adaptive event-triggering

scheme (6).

Remark 2. Till recently, great focus has been devoted to References 11-13, highlighting the fact that it
addresses all aspects of synchronization of CNs under cyber attacks. Numerous studies have focused on using
static output feedback control46 and ETC47 methods to reduce the number of channels that have been attacked
during period. As a result, the output-based pinning synchronization control via AETS strategy described
in this article is more practical and effectively reduces the communication overhead when compared to the
above methodologies.

Under the randomly happening saturation nonlinearities, the error ̄

𝜉i(℘) can be expressed in terms:

̃

𝜉(℘) = (1 − oi(℘)) ̄𝜉i(℘) + oi(℘)𝜚( ̄𝜉i(℘)), (7)

where oi(℘) ∈ [0, 1] is a stochastic random variable and satisfy the Bernoulli distribution, E{(oi(℘)} =
o1i,E{(oi(℘) − oi)2} = 𝜃

2
1i. From the Equation (7), it indicates that if oi(℘) = 1, then, ̃

𝜉(℘) = (1 − oi(℘)) ̄𝜉i(℘) + 𝜚( ̄𝜉i(℘)),
saturation happen successfully, which means that the controller suffers from saturation signal. If oi(℘) = 0, then
̃

𝜉(℘) = (1 − oi(℘)) ̄𝜉i(℘) + oi(℘)𝜚( ̄𝜉i(℘)), which means that there are no saturation in information transmission.
And 𝜚( ̄𝜉i) = [𝜚1( ̄𝜉i1) 𝜚2( ̄𝜉i2) · · · 𝜚n( ̄𝜉in)]T is the saturation function, and 𝜚( ̄𝜉ij)(j = 1, 2, … ,n) satisfies

𝜚( ̄𝜉ij) =
⎧⎪⎨⎪⎩
𝜁j, ̄

𝜉j(℘) ≥ 𝜁j,

̄

𝜉j(℘), −𝜁j < ̄

𝜉j(℘) < 𝜁j, j = 1, 2, … ,n,
− 𝜁j, − ̄

𝜉j(℘) ≤ −𝜁j,

Then, similar to Reference 33, the saturation signal 𝜚( ̄𝜉i(℘)) can be obtained as,

𝜚( ̄𝜉i(℘)) = 𝜒i(℘) + ̄

𝜉i(℘), (8)

where 𝜒(℘) is a non-linear function satisfying the following condition with 0 < 𝜈 < 1,

𝜒

T
i (℘)𝜒i(℘) ≤ 𝜈

̄

𝜉

T
i (℘) ̄𝜉i(℘).
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ALI et al. 5

Combining (7) and (8), one gets

̃

𝜉i(℘) = (1 − oi(℘)) ̄𝜉i(℘) + oi(℘)(𝜒i(℘) + ̄

𝜉i(℘))
= ̄

𝜉i(℘) + oi(℘)𝜒i(℘). (9)

The deception attacks may lead to the reconstruction of transmitted data, making the synchronization error system
unstable. The adversaries insert malicious attack signals to modify the actual system states in a random way. In brief, the
deception attack model is as follows:

𝜉1(℘) = (1 − 𝜆i(℘))f (𝜉(℘ − di(℘))) + 𝜆i(℘) ̃𝜉i(℘), (10)

where f (⋅) is a deception attack signal, which satisfies Assumption 1. 𝜆i(℘) is stochastic random variable and governs by
the Bernoulli distribution, it satisfies

E{𝜆(℘)} = Prob{𝜆(℘) = 1} = ̄

𝜆,E{(𝜆(℘) − ̄

𝜆)} = Prob{𝜆(℘) = 0} = 𝜃

2
2 .

Remark 3. When deception attacks occur, they can affect the system’s performance. Particularly, if 𝜆(℘) = 1,
then (10) can be written as 𝜉1(℘) = ̃

𝜉i(℘), which indicates deception attack is not occur, so the signals are
transmitted successfully. when 𝜆(℘) = 0, then (10) can be written as 𝜉1(℘) = f (𝜉(℘ − di(℘))), which indicates
deception attack occur, so that malicious signals are transmitted successfully.

Assumption 1 (46). The non-linear function 𝔥(𝜉(℘)) and f (𝜉(℘)) describing the nonlinear dynamics of the
system and deception attack signal are satisfies the following conditions, respectively.

||𝔥(𝜉(℘))||2 ≤ ||1𝜉(℘)||2,||f (𝜉(℘))||2 ≤ ||2𝜉(℘)||2.
where1 and2 are known constant matrices.

We will consider that replay attacks occur at random in this study, with the purpose of misleading the controller. The
attackers are considered to be able to collect and record a limited amount of networked transmitted signals. When replay
attack occurs, a replay attack will be selected from the recorded data and it will sent through network. The stochastic ran-
dom variable 𝜇i(℘) satisfying the Bernoulli distribution, which represent the occurrence of replay attacks is introduced.
The signal sent through the network can then be reconstructed as

𝜉2(℘) = (1 − 𝜇i(℘))𝜉r(℘) + 𝜇i(℘)𝜉1(℘), (11)

where 𝜉ri(℘) = ̄

𝜉(℘ − ri(℘)) is replay signal, and ri(℘) represents that the replayed data are the data transmitted in pre-
vious ri(℘) seconds. E{𝜇(℘)} = 𝜇̄,E{(𝜇(℘) − 𝜇̄)} = 𝜃

2
3 . The replay attack often considered to happen at a certain time

interval. Then, 0 < r(℘) ≤ rN , where r(℘) has an upper bound rN .

Assumption 2 (48). The transmission data are assumed to be stored from instant ℘0 to current instant ℘,
and then the data of an arbitrary instant from the sequence are selected for replay.

As discussed in Reference 40, DoS attacks contain the sleeping period and the active period. In this article, we assume
that DoS attacks are detectable and denote DoS attacks as:

𝜉3(℘) =

{
0, ℘ ∈ [bn, bn + ln)
𝜉2(℘), ℘ ∈ [bn + ln, bn+1),

(12)

where Ln ≜ [bn + ln, bn+1) and Bn ≜ [bn, bn + ln) are represents the active and sleeping period of the nth DoS attack,
respectively. Its satisfies 0 < h < ln < ∞ and 0 < ln < bn+1 − bn < ∞.
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6 ALI et al.

Assumption 3 (40). Let bmax and ln indicates the unified upper bound and lower bound of the active and
sleep period, respectively.

{
lmin ≤ inf{ln}
bmax ≥ sup{bn − bn−1 − ln−1}.

(13)

Assumption 4 (40). The number of DoS sleep/active transitions in the interval [℘0,℘1) is defined as
n(℘0,℘1). There exist 𝜀 ≥ 0 and ℑ ≥ 0 that should satisfy

n(℘0,℘1) ≤ 𝜖 +
℘1 −℘0

ℑ
. (14)

Remark 4. In practical engineering, communication networks are vulnerable to malicious network attacks,
which is one of the important components affecting network security. Many synchronization controls for
CNs with different types attacks are discussed in References 13,38, and 48. Due to the lack of research on the
synchronization of CNs under cyber-attacks, the dissemination of related work is still very few.27,46 However,
no research into DoS, deception, and reply hybrid cyber-attacks at the same time in a synchronization complex
network has been conducted. In contrast to the previous debates, in this article, communication networks are
considered to be vulnerable to hybrid cyber-attacks, such as replay, deception, and DoS attacks. Therefore, it
is further presumed that the deception attack and replay attacks are secured by Bernoulli distributions, 𝜆(℘)
and 𝜇(℘), respectively.

Then Combining (9)–(12), we get,

̂

𝜉(℘) =
⎧⎪⎨⎪⎩
[(1 − 𝜇i(℘))𝜉(℘ − ri(℘)) + (1 − 𝜇i(℘))𝛿ri (℘) + 𝜇i(℘)(1 − 𝜆i(℘))f (𝜉(℘ − di(℘))) + 𝜇i(℘)𝜆i(℘)
𝛿i(℘) + 𝜇i(℘)𝜆i(℘)𝜉(℘ − 𝜙i(℘)) + 𝜇i(℘)𝜆i(℘)oi(℘)𝜒i(℘)], ℘ ∈ ℜk ∩ Bn

0, ℘ ∈ Ln.

(15)

We consider the control input ui(℘) as

ui(℘) = Ki ̂𝜉(℘). (16)

Combining (4), (15), and (16), we obtain the output synchronization error system as follows,

̇

𝜉i(℘) =

⎧⎪⎪⎨⎪⎪⎩

̄Ci𝜉i(℘) + Di ̄𝔥(𝜉i(℘)) + 𝛼iΣN
j=1gij ̄Λ𝜉j(℘) + biDiKi[(1 − 𝜇i(℘))𝜉(℘ − ri(℘)) + 𝜇i(℘)𝜆i(℘)

oi(℘)𝜒i(℘) + 𝜇i(℘)(1 − 𝜆i(℘))f (𝜉(℘ − di(℘))) + (1 − 𝜇i(℘))𝛿ri (℘) + 𝜇i(℘)𝜆i(℘)𝛿i(℘)
+ 𝜇(℘)𝜆i(℘)𝜉(℘ − 𝜙i(℘))], ℘ ∈ ℜk ∩ Bn,

̄Ci𝜉i(℘) + Di ̄𝔥(𝜉i(℘)) + 𝛼iΣN
j=1gij ̄Λ𝜉j(℘), ℘ ∈ Ln.

(17)

By using the Kronecker product, the error dynamical network (17) can be written as,

̇

𝜉(℘) =

⎧⎪⎪⎨⎪⎪⎩

̄C𝜉(℘) + D ̄𝔥(𝜉(℘)) + (G ⊗ 𝛼

̄Λ)𝜉j(℘) + BDK[(1 − 𝜇(℘))𝜉(℘ − ri(℘)) + 𝜇(℘)𝜆(℘)o(℘)𝜒(℘)
+ 𝜇(℘)𝜆i(℘)(1 − 𝜆(℘))f (𝜉(℘ − d(℘))) + (1 − 𝜇(℘))𝛿r(℘) + 𝜇(℘)𝜆(℘)𝛿(℘)
+ 𝜇(℘)𝜆(℘)𝜉(℘ − 𝜙(℘))], ℘ ∈ ℜk ∩ Bn,

̄C𝜉(℘) + D ̄𝔥(𝜉(℘)) + (G ⊗ 𝛼

̄Λ)𝜉j(℘), ℘ ∈ Ln,

(18)

where,
̄C = diagN{ ̄Ci},D = diagN{Di},K = diagN{Ki}, o(℘) = diagN{oi(℘)}⊗ I, 𝜆(℘) = diagN{𝜆i(℘)}⊗ I,
𝜇(℘) = diagN{𝜇i(℘)}⊗ I, 𝛼 = diagN{𝛼i}, 𝜉(℘) = colN{𝜉i(℘)}, ̄h(𝜉(℘)) = colN{ ̄h𝜉i(℘)}, 𝜒(℘) = colN{𝜒i(℘)}, ̄f (𝜉(℘ −

d(℘))) = colN{̄f 𝜉i(℘ − di(℘))}, 𝜉(℘ − 𝜙(℘))) = colN{𝜉(℘ − 𝜙i(℘))}, 𝛿r(℘) = colN{𝛿ri(℘)}.
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ALI et al. 7

Lemma 1 (37). For a constant 𝜙 > 0, if the function 𝜙(℘) satisfies 0 < 𝜙(℘) ≤ 𝜙N , there exist  > 0 such that

−
∫

℘

℘−𝜙N

̇

𝜉

T(r)1 ̇

𝜉(℘)dr ≤
⎡⎢⎢⎢⎣

𝜉

T(℘)
𝜉

T(℘ − 𝜙(℘))
𝜉

T(℘ − 𝜙N)

⎤⎥⎥⎥⎦

T ⎡⎢⎢⎢⎣
− 1 1 0
∗ −21 1

∗ ∗ −1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

𝜉

T(℘)
𝜉

T(℘ − 𝜙(℘))
𝜉

T(℘ − 𝜙N)

⎤⎥⎥⎥⎦
.

Lemma 2 (47). For a given positive-definite matrices  , and a scalar 𝜏, the following inequality holds:

− −1 ≤ −2𝜏 + 𝜏

2.

3 MAIN RESULTS

Theorem 1. For the given positive scalars 𝜈, 𝜅, 𝛼, and 0 ≤ 𝜀 ≤ 1. 𝜙N , dN , and rN denotes the upper bound of
𝜙(℘), d(℘), and r(℘), respectively. The random Bernoulli variables ō, ̄𝜆, 𝜇̄ ∈ [0, 1] are states the occurrence of
the saturation, deception attacks and replay attacks, respectively. The DoS attacks parameters areℑ, 𝜖, bmax and
lmin. The output dynamic synchronization error system (18) is asymptotically stable if there exist positive matrices
i,i

𝜄

,i
𝜄

, (𝜄 = 1, 2, 3), (i = 1, 2.)with the proper dimension and event-triggered weighting matrix Θ such that the
following conditions hold.

Γi ≤ 0, (19)

−2ℵ1lmin + 2ℵ2bmax + ln(𝜌1𝜌2) + 2(ℵ1 + ℵ2h)
ℑ

<0, (20)

{
1 ≤ 𝜌22,

2 ≤ 𝜌1e2(ℵ1+ℵ2)h1,
(21)

{
ij ≤ 𝜌3−i(3−i)j ,

ij ≤ 𝜌3−i(3−i)j .
(22)

And

Γ1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Υ10×10 Δ0 Δ00 Δ1 Δ2 Δ3 Δ4 Δ5 Δ6

∗ −I−1 0 0 0 0 0 0 0

∗ ∗ −I−1 0 0 0 0 0 0

∗ ∗ ∗ ∇1 0 0 0 0 0

∗ ∗ ∗ ∗ ∇2 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∇3 0 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∇4 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −I 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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8 ALI et al.

Γ2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Υ′11 Υ′12 Υ′13 Υ′14 0 0 0 0 0 0
∗ Υ′22 0 0 Υ′25 0 0 Υ′28 0 0
∗ ∗ Υ′33 0 0 0 0 0 Υ′39 0
∗ ∗ ∗ Υ′44 0 0 0 0 0 Υ′4,10

∗ ∗ ∗ ∗ Υ′55 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ Υ′66 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ Υ′77 0 0 0
∗ ∗ ∗∗ ∗ ∗ ∗ ∗ Υ′88 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ Υ′99 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ Υ′10,10

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where

Υ11 = ̄C1 + 1 ̄T + e−2ℵ1𝜙N11 + e−2ℵ1dN12 + e−2ℵ1rN13 − 11 − 12 − 13 + 𝜈,

Υ13 = e−2ℵ1dN12 ,Υ12 =  𝛼(G ⊗

̄Λ) +  BDK ̄

𝜆𝜇̄ + e−2ℵ1𝜙N11 ,Υ14 =  BDK(1 − 𝜇̄)
+ e−2ℵ1rN13 ,Υ15 =  BDK ̄

𝜆𝜇̄,Υ16 =  BDK(1 − 𝜇̄),Υ17 =  BDKō ̄

𝜆𝜇̄),
Υ22 = −2e−2ℵ1𝜙N11 + 𝜈(Θ + 1),Υ2,8 = e−2ℵ11𝜙N11 ,Υ33 = −2e−2ℵ1dN12 ,Υ3,9 = e−2ℵ1dN12 ,

Υ25 = 𝜈,Υ44 = −2e−2ℵ1rN13 + 𝜈Θ,Υ4,10 = e−2ℵ1rN13 ,Υ55 = −𝜈(𝜅Θ + 1),Υ66 = −𝜈𝜅Θ,Υ77 = −I,
Υ8,8 = −e−2ℵ1𝜙N11 − e−2ℵ1𝜙N11 ,Υ9,9 = −e−2ℵ1dN (12 − 12),Υ10,10 = −e−2ℵ1rN (13 − 13),
Υ′11 = ̄C2 + 2 ̄T + e−2ℵ2𝜙N21 + e−2ℵ2dN22 + e−2ℵ2rN23 − 21 − 22 − 23 + 𝜈,Υ′13 = e2ℵ2dN22 ,

Υ′12 = 2𝛼(G ⊗

̄Λ) + 2BDK ̄

𝜆𝜇̄ + e2ℵ2𝜙N21 ,Υ
′
14 = e2ℵ2rN23 ,Υ

′
15 = 2BDK ̄

𝜆𝜇̄,

Υ′22 = −2e2ℵ2𝜙N21 + 𝜈(Θ + 1),Υ2,8 = e2ℵ2𝜙N21 ,Υ
′
33 = −2e2ℵ2dN22 ,Υ3,9 = e2ℵ2dN22 ,

Υ′25 = 𝜈,Υ44 = −2e2ℵ2rN23 + 𝜈Θ,Υ4,10 = e2ℵ2rN23 ,Υ
′
55 = −𝜈(𝜅Θ + 1),Υ′66 = −𝜈𝜅Θ,Υ77 = −I,

Υ′8,8 = −e2ℵ2𝜙N21 − e−2ℵ2𝜙N21 ,Υ
′
9,9 = −e2ℵ2dN (22 − 22),Υ

′
10,10 = −e2ℵ2rN (23 − 23),

Δ0 = [0 1D 010×10],Δ00 = [1BDK(1 − ̄

𝜆)𝜇̄ 011×11],
Δ1 = {O1 O2 P1 P2 P3 P4 P5 P6},Δ2 = {Q1 Q2 Q3 Q4 Q5 Q6},
Δ3 = {R1 R2 R3 R4 R5 R6},Δ4 = {S1 S2 S3 S4 S5 S6},Δ5 = [010×10 11 0]
∇1 = diag{−1,−1,−1111,−1121,−113 ,−1111,−1121 − 1131},
∇2 = diag{,−1111,−1121,−1131,−1111,−1121,−1131},Δ6 = [011×11 12],
∇3 = diag{−1111,−1121,−1131,−1111,−1121,−1131},O1 = {111 011×11}
∇4 = diag{−1111,−1121,−1131,−1111,−1121,−1131},O2 = {112 011×11},
Pj = {𝜏j ̄C1 + 𝛼(G ⊗

̄Λ)𝜏j1 ō ̄

𝜆𝜏j1BDK 0 (1 − 𝜇̄)𝜏j1BDK 𝜇̄

̄

𝜆𝜏j1BDK
× 1BDK (1 − 𝜇̄)𝜏j1BDK ō ̄

𝜆𝜇̄𝜏j1BDK (1 − ̄

𝜆)𝜇̄𝜏j1BDK 02×2 𝜏j1D 0},
Pk = {06×6 𝜃1𝜏j ̄𝜆𝜇̄)𝜙N1BDK 05×5},Qj = {01×1 𝜃2𝜇̄𝜏j1BDK 02×2 𝜃2𝜇̄𝜏j1BDK
0 𝜃2ō𝜇̄𝜏j1BDK 04×4 − 𝜃2𝜇̄𝜏j1BDK},Qk = {0 𝜃3 ̄𝜆𝜏j1BDK 0 − 𝜃3𝜏j1BDK
𝜃3 ̄𝜆𝜏j1BDK − 𝜃3𝜏j1BDK 𝜃3ō ̄

𝜆𝜏j1BDK 04×4 𝜃3(1 − ̄

𝜆)𝜏j1BDK},Rj = {06×6

𝜃1𝜃2𝜇̄𝜏j1BDK 05×5},Sj = {06×6 𝜃1𝜃3𝜏j1BDK 05×5},Sk = {06×6 𝜃1𝜃2𝜃3𝜏j1BDK 05×5}
Rk = {0 𝜃2𝜃3𝜏j1BDK 02×2 𝜃2𝜃3𝜏j1BDK 0 𝜃2𝜃3ō𝜏j1BDK 04×4 − 𝜃2𝜃3𝜏j1BDK},

and 𝜏1 = 𝜏4 = 𝜙N , 𝜏2 = 𝜏5 = dN , 𝜏3 = 𝜏6 = rN , (1 ≤ j ≤ 3), (4 ≤ k ≤ 6).
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ALI et al. 9

Proof. We consider the Lyapunov functional candidate as,

V(℘) =

{
V1j(℘), ℘ ∈ ℜ ∩ Bn,

V2j(℘), ℘ ∈ Ln,
(23)

where,

Vi1(℘) = 𝜉

T(℘)i𝜉(℘),

Vi2(℘) = ∫

℘

℘−𝜙N

𝔒i𝜉
T(r)i1𝜉(r)dr +

∫

℘

℘−dN

𝔒i𝜉
T(r)i2𝜉(r)dr +

∫

℘

℘−rN

𝔒i𝜉
T(r)i3𝜉(r)dr,

Vi3(℘) = 𝜙N
∫

℘

℘−𝜉N
∫

℘

r
𝔒i ̇𝜉

T(r)i1
̇

𝜉(r)drd℘ + dN
∫

℘

℘−dN
∫

℘

r
𝔒i ̇𝜉

T(r)i2
̇

𝜉(r)drd℘

+ rN
∫

℘

℘−rN
∫

℘

r
𝔒i ̇𝜉

T(r)i3
̇

𝜉(r)drd℘,

where𝔒i = e(−1)i2ℵi(℘−r).
When i = 1 then time derivative of the Lyapunov function V1j(℘) and taking expectation on it, we get

E{ ̇V 11(℘)} = 2𝜉T(℘)1 ̇

𝜉(℘)
= 2𝜉T(℘)1[ ̄C𝜉i(℘) + D ̄𝔥(𝜉i(℘)) + 𝛼(G ⊗

̄Λ)𝜉j(℘) + BDK[(1 − 𝜇(℘))𝜉r(℘) + 𝜇(℘)𝜆(℘)
× o(℘)𝜒(℘) + 𝜇(℘)(1 − 𝜆(℘))f (𝜉(℘ − d(℘))) + (1 − 𝜇(℘))𝛿r(℘) + 𝜇(℘)𝜆(℘)𝛿(℘)
+ 𝜇(℘)𝜆(℘)𝜉(℘ − 𝜙(℘))], (24)

E{ ̇V 12(℘)} = 𝜉

T(℘)(11 +12 +13) − 𝜉

T(℘)e−2ℵ1𝜙N
𝜙N11𝜉(℘) − 𝜉

T(℘)e−2ℵ1dN dN12𝜉(℘)
− 𝜉

T(℘)e−2ℵ1rN rN13𝜉(℘), (25)

E{ ̇V 13(℘)} = 𝜙N
∫

℘

℘−𝜙(℘)
[ ̇𝜉T(℘)11

̇

𝜉(℘) − ̇

𝜉

T(r)11
̇

𝜉(r)]dr + dN
∫

℘

℘−d(℘)
[ ̇𝜉T(℘)12

̇

𝜉(℘) − ̇

𝜉

T(r)12
̇

𝜉(r)]dr

+ rN
∫

℘

℘−r(℘)
[ ̇𝜉T(℘)13

̇

𝜉(℘) − ̇

𝜉

T(r)13
̇

𝜉(r)]dr,

= E{𝜙2
N
̇

𝜉

T(℘)11
̇

𝜉(℘) + d2
N
̇

𝜉

T(℘)12
̇

𝜉(℘) + r2
N
̇

𝜉

T(℘)13
̇

𝜉(℘) −
∫

℘

℘−𝜙N

̇

𝜉

T(r)e−2ℵ1𝜙N11
̇

𝜉(r)dr

−
∫

℘

℘−dN

̇

𝜉

T(r)e−2ℵ1dN12
̇

𝜉(r)dr −
∫

℘

℘−rN

̇

𝜉

T(r)e−2ℵ1rN13
̇

𝜉(r)dr}, (26)

Applying Remark 3, we get

−
∫

℘

℘−𝜙N

̇

𝜉

T(r)e−2ℵ1𝜙N11
̇

𝜉(℘)dr = e−2ℵ1𝜙N𝔖T
1Ξ1𝔖1, (27)

−
∫

℘

℘−dN

̇

𝜉

T(r)e−2ℵ1dN12
̇

𝜉(℘)dr = e−2ℵ1dN𝔖T
2Ξ2𝔖2, (28)

−
∫

℘

℘−rN

̇

𝜉

T(r)e−2ℵ1rN13
̇

𝜉(℘)dr = e−2ℵ1rN𝔖T
3Ξ3𝔖3, (29)

where,

𝔖T
1 =

⎡⎢⎢⎢⎣
𝜉

T(℘)
𝜉

T(℘ − 𝜙(℘))
𝜉

T(℘ − 𝜙N)

⎤⎥⎥⎥⎦
,𝔖T

2 =
⎡⎢⎢⎢⎣

𝜉

T(℘)
𝜉

T(℘ − d(℘))
𝜉

T(℘ − dN)

⎤⎥⎥⎥⎦
,𝔖T

3 =
⎡⎢⎢⎢⎣

𝜉

T(℘)
𝜉

T(℘ − r(℘))
𝜉

T(℘ − rN)

⎤⎥⎥⎥⎦
,
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10 ALI et al.

Ξ1 =
⎡⎢⎢⎢⎣
− 11 11 0
∗ −211 11

∗ ∗ −11

⎤⎥⎥⎥⎦
,Ξ2 =

⎡⎢⎢⎢⎣
− 12 12 0
∗ −212 12

∗ ∗ −12

⎤⎥⎥⎥⎦
,Ξ3 =

⎡⎢⎢⎢⎣
− 13 13 0
∗ −213 13

∗ ∗ −13

⎤⎥⎥⎥⎦
.

Note that

E{ ̇𝜉T(℘) ̄ ̇

𝜉(℘)} =  ̄ + 𝜃

2
11 ̄1 + 𝜃

2
22 ̄2 + 𝜃

2
33 ̄3 + 𝜃

2
1𝜃

2
21 ̄1 + 𝜃

2
2𝜃

2
32 ̄2

+ 𝜃

2
1𝜃

2
33 ̄3 + 𝜃

2
1𝜃

2
2𝜃

2
3

̄ , (30)

where  = ̄C𝜉(℘) + D ̄h(𝜉(℘)) + 𝛼(G ⊗ 𝜆)𝜉(℘) + BDK{(1 − 𝜇̄)𝜉(℘ − r(℘)) + (1 − 𝜇̄)𝛿(℘ − r(℘)) + ̄

𝜆𝜇̄𝜉(℘ −
𝜙(℘)) + ̄

𝜆𝜇̄𝛿℘ + (1 − ̄

𝜆)𝜇̄f (𝜉(℘ − d(℘))) + ō ̄

𝜆𝜇̄𝜒(℘)},1 = BDK{ ̄𝜆𝜇̄𝜒(℘)},2 = BDK{𝜇̄𝜉(℘ − 𝜙(℘)) +
𝜇̄𝛿(℘) − 𝜇̄f (𝜉(℘ − d(℘))) + ō𝜇̄𝜒(℘)},3 = BDK{−𝜉(℘ − r(℘)) − 𝛿(℘ − r(℘)) + ̄

𝜆𝜉(℘ − 𝜙(℘)) + ̄

𝜆𝛿(℘) +
(1 − ̄

𝜆)f (𝜉(℘ − d(℘))) + ō ̄

𝜆𝜇̄},1 = 𝜇̄BDK𝜒(℘),2 = BDK{𝜉(℘ − 𝜙(℘)) + 𝛿(℘) − f (𝜉(℘ − d(℘))) +
ō𝜒(℘)},3 = ̄

𝜆BDK𝜒(℘), = BDK𝜒(℘) and ̄ = 𝜙

211 + d212 + r213 . ▪

From the Assumption 1, we have

𝔥T(𝜉(℘))𝔥(𝜉(℘)) − 𝜉

T(℘)T
1  1𝜉(℘) ≥ 0, (31)

f T(𝜉(℘ − d(℘)))f (𝜉(℘ − d(℘)))𝜉T(℘ − d(℘)) −T
2  2𝜉(℘ − d(℘)) ≥ 0, (32)

The saturation signal satisfies

𝜈

̄

𝜉

T
i (℘) ̄𝜉i(℘) − 𝜒

T
i (℘)𝜒i(℘) ≥ 0. (33)

From (6), the AETS written as,

𝜉

T(℘ − 𝜙(℘))𝜈Θ𝜉(℘ − 𝜙N(℘)) − 𝛿

T(℘)𝜅𝜈Θ𝛿(℘) ≥ 0.

Furthermore combining (33)–(42), we get

E{ ̇V 1(℘)} = −2ℵ1E{V1j}(℘) + 2ℵ1𝜉
T(℘) 𝜉(℘) + E{ ̇V 11(℘)} + E{ ̇V 12(℘)} + E{ ̇V 13(℘)},

E{ ̇V 1(℘)} = −2ℵ1E{V1j}(℘) + Φ
T(℘)Γ1Φ(℘), (34)

where ΦT(℘) = {𝜉T(℘) 𝜉

T(℘ − 𝜙(℘)) 𝜉

T(℘ − d(℘)) 𝜉

T(℘ − r(℘)) 𝛿

T(℘) 𝛿

T
r (℘) 𝜒

T(℘) 𝜉

T(℘ − 𝜙N) 𝜉

T(℘ −

dM) 𝜉

T(℘ − rN) ̄hT(𝜉(℘)) f T(𝜉(℘ − d(℘)))}.
Therefore, if LMI (19) is satisfied for i = 1, we get E{ ̇V 1(℘)} ≤ −2ℵ1E{V1(℘)}, ℘ ∈ ℜk ∩ Bn.

From (19), when i = 2 then Processing V2j(t) in the same way, one obtain

E ̇V 2(℘) ≤ 2ℵ2E{V2(℘)} + ΦT(℘)Γ2Φ(℘). (35)

Therefore, if LMI (19) is satisfied for i = 2, we get E{ ̇V 2(℘)} ≤ 2ℵ2E{V2(℘)}, ℘ ∈ Ln.

According to the above inequalities, we have

E{V1(℘)} ≤ −e−2ℵ1(℘−bn)EV1(bn)), ℘ ∈ bn, (36)

E{V2(℘)} ≤ −e−2ℵ2(℘−bn−ln)EV1(bn + ln)), ℘ ∈ ln. (37)
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ALI et al. 11

From the Equation (23) and (24), we get the following

E{V1(℘)} ≤ 𝜌2E{V2(b−n ))}, (38)

E{V2(℘)} ≤ 𝜌1e2(ℵ2+ℵ1)hE{V1((bn + ln)−1)}. (39)

Define 𝜋 = 2(ℵ1 + ℵ2). Combining the above equation and ℘ ∈ Bn, we get

E{V1(℘)} ≤ e−2ℵ1(℘−bn)E{V1(bn)}
...

≤ e(𝜋h+ln(𝜌1𝜌2)+2ℵ2bmax−2ℵ1lmin)n(0,℘)E{V1(0)}

+ Σn(0,℘)
a=0 e(2ℵ2bmax−2ℵ1lmin+ln(𝜌1𝜌2))n(ba,℘)e2ℵ1ba

𝜐(ba). (40)

For ℘ ∈ Ln, we get

E{V2(℘)} ≤ e2ℵ2(℘−bn−ln)E{V2(bn + ln)}
...

≤
1
𝜌2

e(𝜋h+ln(𝜌1𝜌2)+2ℵ2bmax−2ℵ1lmin)n(0,℘)E{V1(0)}

+ 1
𝜌2
Σn(0,℘)

a=0 e(2ℵ2bmax−2ℵ1lmin+ln(𝜌1𝜌2))n(ba,℘)e2ℵ1ba
𝜐(ba). (41)

Let 𝜌 = max{1, 1
𝜌2
}, we get the following inequality

E{V2(℘)} ≤ 𝜌e(𝜋h+ln(𝜌1𝜌2)+2ℵ2bmax−2ℵ1lmin)n(0,℘)E{V1(0)}

+ 𝜌Σn(0,℘)
a=0 e(2ℵ2bmax−2ℵ1lmin+ln(𝜌1𝜌2))n(ba,℘)e2ℵ1ba

𝜐(ba). (42)

Combining the Assumption 4, we obtain

E{V2(℘)} ≤ 𝜌

[
V1(0)e℧1 +

n(0,℘)∑
p=0

𝜐(bpe℧2(bp))

]
e℧3

, (43)

where,

℧1 = 𝜀

[
ln(𝜌1𝜌2) + 2(ℵ1 + ℵ2)h + 2ℵ2bmax − 2ℵ1bmin

]
,

℧2 =
(
𝜀 −

hp

ℑ

)
[ln(𝜌1𝜌2) + 2ℵ2bmax − 2ℵ1lmin)n(0,℘)] + 2ℵ1ba,

℧3 =
℘
ℑ
[ln(𝜌1𝜌2) + 2ℵ2bmax − 2ℵ1lmin)n(0,℘)].

From Equation (21), we have ℘→ ∞, e℧3(℘) → 0. Hence, E{V(℘)} = 0. Then the output synchronization error system
(18) is asymptotically stable. This completes proof.

Theorem 2. For the given positive scalars 𝜈, 𝜅, 𝛼, and 0 ≤ 𝜀 ≤ 1. 𝜙N , dN and rN denotes the upper bound of
𝜙(℘), d(℘) and r(℘), respectively. The random Bernoulli variables ō, ̄𝜆, 𝜇̄ ∈ [0, 1] are states the occurrence of the
saturation, deception attacks and replay attacks, respectively. The DoS attacks parameters areℑ, 𝜖, bmax and lmin.
The controller gain K =  −1

i , output dynamic synchronization error system (18) is asymptotically stable if there
exist positive matrices ̃i, ̃i

𝜄

,

̃i
𝜄

, (𝜄 = 1, 2, 3), (i = 1, 2.) with the proper dimension and event-triggered weighting
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12 ALI et al.

matrix Θ such that the following conditions hold.

̃Γ1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

̃Υ10×10 ̃Δ0 ̃Δ00 ̃Δ1 ̃Δ2 ̃Δ3 ̃Δ4 ̃Δ5 ̃Δ6

∗ I − 2 0 0 0 0 0 0 0
∗ ∗ I − 2 0 0 0 0 0 0
∗ ∗ ∗ ̃∇1 0 0 0 0 0
∗ ∗ ∗ ∗ ̃∇2 0 0 0 0
∗ ∗ ∗ ∗ ∗ ̃∇3 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ̃∇4 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (44)

̃Γ2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

̃Υ′11
̃Υ′12

̃Υ′13
̃Υ′14 0 0 0 0 0 0

∗ ̃Υ′22 0 0 ̃Υ′25 0 0 ̃Υ′28 0 0
∗ ∗ ̃Υ′33 0 0 0 0 0 ̃Υ′39 0
∗ ∗ ∗ ̃Υ′44 0 0 0 0 0 ̃Υ′4,10

∗ ∗ ∗ ∗ ̃Υ′55 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ̃Υ′66 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ̃Υ′77 0 0 0
∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ̃Υ′88 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ̃Υ′99 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ̃Υ′10,10

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (45)

where

̃Υ11 = ̄C1 + 1 ̄T + e−2ℵ1𝜙N ̃11 + e−2ℵ1𝜙N ̃12 + e−2ℵ1𝜙N ̃13 − ̃11 − ̃12 − ̃13 + 𝜈,

̃Υ12 = 𝛼(G ⊗

̄Λ) + 𝜇̄

̄

𝜆BD + e−2ℵ1𝜙N ̃11 ,
̃Υ13 = e−2ℵ1dN ̃12 ,

̃Υ15 = BD ̄

𝜆𝜇̄,

̃Υ14 = e−2ℵ1rNBD(1 − 𝜇̄) + ̃13 ,
̃Υ16 = BD(1 − 𝜇̄), ̃Υ22 = −2e−2ℵ1𝜙N ̃11 + 𝜈

̃Θ,

̃Υ17 = BDō ̄

𝜆𝜇̄), ̃Υ2,8 = e−2ℵ1𝜙N ̃11 ,
̃Υ44 = −2e−2ℵ1dN ̃12 ,

̃Υ3,9 = e−2ℵ1dN ̃12 ,

̃Υ44 = −2e−2ℵ1rN ̃13 + 𝜈

̃Θ, ̃Υ4,10 = e−2ℵ1rN ̃13 ,
̃Υ55 = −𝜈𝜅̃Θ, ̃Υ66 = −𝜈𝜅̃Θ, ̃Υ77 = −I,

̃Υ88 = −e−2ℵ1𝜙N ̃11 − e−2ℵ1𝜙N ̃11 ,
̃Υ9,9 = −e−2ℵ1dN ̃12 − e−2ℵ1dN ̃12 ,

̃Υ10,10 = −e−2ℵ1rN ̃13

− e−2ℵ1rN ̃13 ,
̃Υ
′
11 = ̄C2 + 2 ̄T + e−2ℵ2𝜙N ̃21 + e−2ℵ2𝜙N ̃22 + e−2ℵ2𝜙N ̃23 − ̃21 − ̃22 − ̃23 + 𝜈,

̃Υ
′
12 = 𝛼(G ⊗

̄Λ) + e−2ℵ2𝜙N ̃21 ,
̃Υ
′
22 = −2e−2ℵ2𝜙N ̃21 + 𝜈

̃Θ, ̃Υ
′
2,8 = e−2ℵ2𝜙N ̃21 ,

̃Υ
′
33 = −2e−2ℵ2dN ̃22 ,

̃Υ
′
3,9 = e−2ℵ2dN ̃22 ,

̃Υ
′
44 = −2e−2ℵ2rN ̃23 + 𝜈

̃Θ, ̃Υ
′
4,10 = e−2ℵ1rN ̃23 ,

̃Υ
′
55 = −𝜈𝜅̃Θ, ̃Υ66 = −𝜈𝜅̃Θ, ̃Υ

′
77 = −I, ̃Υ

′
14 = ̃13

̃Υ
′
88 = −e−2ℵ2𝜙N ̃21 − e−2ℵ2𝜙N ̃21 ,

̃Υ
′
9,9 = −e−2ℵ2dN ̃22 − e−2ℵ2dN ̃22 ,

̃Υ
′
10,10 = −e−2ℵ2rN ̃23 − e−2ℵ2rN ̃23 ,

̃Δ0 = [0 ̃1D 010×10],

̃Δ00 = [BD(1 − ̄

𝜆)𝜇̄ 011×11], ̃Δ1 = {̃O1 ̃O2 ̃P1 ̃P2 ̃P3 ̃P4 ̃P5 ̃P6},

̃Δ2 = {̃Q1 ̃Q2 ̃Q3 ̃Q4 ̃Q5 ̃Q6}, ̃Δ3 = {̃R1 ̃R2 ̃R3 ̃R4 ̃R5 ̃R6}, ̃Δ5 = [010×10 1 0],

̃Δ4 = {̃S1 ̃S2 ̃S3 ̃S4 ̃S5 ̃S6}, ̃Δ6 = [011×11 2], ̃∇2 = diag{�1,�2,�3,�1,�2,�3},

̃∇1 = diag{− ̃ ,− ̃ ,�1,�2,�3,�1,�2,�3}, ̃∇3 = diag{�1,�2,�3,�1,�2,�3},
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ALI et al. 13

̃∇4 = diag{�1,�2,�3,�1,�2,�3},�1 = −2𝜀1 + 𝜀

2
1
̃11 ,�2 = −2𝜀2 + 𝜀

2
2
̃12 ,

�3 = −2𝜀3 + 𝜀

2
3
̃13 ,

̃O1 = {11 03×3 03×3 05×5}, ̃O2 = {12 05×5 0 03×3 0 0},

̃Pj = {𝜏j ̄C + 𝛼(G ⊗

̄Λ)𝜏j ō ̄

𝜆𝜏jBD 0 (1 − 𝜇̄)𝜏jBD 𝜇̄

̄

𝜆𝜏j

BD (1 − ̄

𝜆)𝜏jBD ō ̄

𝜆𝜇̄𝜏jBD (1 − ̄

𝜆)𝜇̄𝜏jBD 02×2 𝜏jD 0},

̃Qj = {0 𝜃2𝜇̄𝜏jBD 02×2 𝜃2𝜇̄𝜏jBD 0 𝜃2ō𝜇̄𝜏jBD 04×4 − 𝜃2𝜇̄𝜏jBD},

̃Qk = {0 𝜃3 ̄𝜆𝜏jBD 0 − 𝜃3𝜏jBD 𝜃3 ̄𝜆𝜏jBD − 𝜃3𝜏jBD 𝜃3ō ̄

𝜆𝜏jBD

04×4 𝜃3(1 − ̄

𝜆)𝜏jBD}, ̃Pk = {06×6 𝜃1 ̄𝜆𝜏j𝜇̄)BD 05×5}, ̃Rj = {06×6 𝜃1𝜃2𝜇̄𝜏jBD

05×5}, ̃Rk = {0 𝜃2𝜃3𝜏jBD 02×2 𝜃2𝜃3𝜏jBD 0 𝜃2𝜃3ō𝜏jBD 04×4 − 𝜃2𝜃3𝜏jBD},

̃Sj = {06×6 𝜃1𝜃3𝜏jBD 05×5}, ̃Sk = {06×6 𝜃1𝜃2𝜃3𝜏jBD 05×5},

and a1 = a4 = 𝜙N , a2 = a5 = dN , a3 = a6 = rN , (1 ≤ j ≤ 3), (4 ≤ k ≤ 6). The adaptive event-triggered controller
gains are computed as K =  −1

i
𝜄

.

Proof. Define  =  −1
i
𝜄

, Ki
𝜄

=  . Then pre and post-multiply both sides of Γ by 𝔞 = diag{ , , … , , I, I}
and its transpose, respectively.

From Remark 4, we get −i
−1
𝜄

i ≤ −2𝜀
𝜄

i + 𝜀

2
𝜄


𝜄

and −I−1 ≤ I − 2 , where 𝜄 = {1, 2, 3}.
Denote that ̃i = Ti , ̃ij = 

Tij ,
̃ij = 

Tij , and applying the Schur complement, then ̃Γi can be
obtained. This completes the proof. ▪

4 NUMERICAL EXAMPLES

Two numerical examples are given in this section to illustrate the efficacy of the suggested method.

Example 1. Consider output synchronization error system (27) for complex network under hybrid
cyber-attacks with the following parameters:

̇

𝜉(℘) =

⎧⎪⎪⎨⎪⎪⎩

̄C𝜉(℘) + D ̄𝔥(𝜉(℘)) + (G ⊗ 𝛼

̄Λ)𝜉j(℘) + BDK[(1 − 𝜇(℘))𝜉(℘ − ri(℘)) + 𝜇(℘)𝜆(℘)o(℘)𝜒(℘)
+ 𝜇(℘)𝜆i(℘)(1 − 𝜆(℘))f (𝜉(℘ − d(℘))) + (1 − 𝜇(℘))𝛿r(℘) + 𝜇(℘)𝜆(℘)𝛿(℘)
+ 𝜇(℘)𝜆(℘)𝜉(℘ − 𝜙(℘))], ℘ ∈ ℜk ∩ Bn,

̄C𝜉(℘) + D ̄𝔥(𝜉(℘)) + (G ⊗ 𝛼

̄Λ)𝜉j(℘), ℘ ∈ Ln,

(46)

C1 =

[
1 0.5

0.3 1.2

]
,C2 =

[
0.5 0.4
0.4 0.9

]
,C3 =

[
1.2 0.2
0.5 1.4

]
,D1 =

[
0.3 0
0 0.2

]
,

D2 =

[
0.12 0

0 0.13

]
,D3 =

[
0.5 0
0 0.2

]
,1 =

[
3.3 0
0 3.4

]
,2 =

[
3.2 0
0 3.3

]
,

B =

[
0.01 0.1
0.1 0.01

]
, I =

[
1 0
0 1

]
.

Let as assume the saturation signal is

𝜚( ̄𝜉i) =
⎧⎪⎨⎪⎩

0.08, ̄

𝜉j,

̄

𝜉j, −0.08 <

̄

𝜉j < 0.08,
− 0.08, − ̄

𝜉j ≤ −0.05.

We choose the non-linear function 𝔥 = [0.24 tanh(𝜉i1(℘)) 0.18 tanh(𝜉i2(℘))]T and deception attacks function f (𝜉(℘ −
d(℘))) = [−0.08 tanh(𝜉2(℘)) − 0.8 tanh(𝜉1(℘))]T , respectively.
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14 ALI et al.

The inner coupling matrix Λ = diag{0.8.0.8}. The outer coupling matrix is

G =
⎡⎢⎢⎢⎣
− 2 1 1
1 −2 1
1 1 −2

⎤⎥⎥⎥⎦
. (47)

Θ1 =

[
4.8262 −0.0158
− 0.0158 4.8063

]
,Θ2 =

[
13.9872 −0.4045
− 0.4045 13.1212

]
,Θ3 =

[
4.0444 0.0643
0.0643 4.8427

]
,

K1 =

[
7.5749 0.4609
0.4655 7.9912

]
,K2 =

[
7.5496 0.4415
0.4398 8.1984

]
,K3 =

[
8.0211 0.4629
0.4877 8.0992

]
.

Let 𝜀i1 = 5, 𝜀i2 = 5, 𝜀i3 = 5, 𝜈i = 0.9, 𝜅i = 2, 𝜙N = 0.2, dN = 0.5, rN = 0.6, 𝜈 = 4, 𝜀i = 3, (i = 1, 2, 3) and 𝛼1(℘) =
0.4, 𝛼2(℘) = 0.65, 𝛼3(℘) = 0.39, ℵ1 = 0.4, ℵ2 = 0.2, 𝜌1 = 0.08, 𝜌2 = 0.9,ℑ = 2.5, bmax = 1.3, and lmin = 0.65. The random
Bernoulli variable choose ō = 0.2, ̄𝜆 = 0.7, 𝜇̄ = 0.5 means that the synchronization error system are subjected to satura-
tion, deception and replay attacks, concretely, the occurring probability. The following solutions are achieved by solving
LMI in Theorem 2.

By using the MATLAB, the state trajectory of the synchronization error signal under hybrid cyber attacks with con-
trol and without control is shown in Figure 2 and 3 respectively. From these two figures, if there is no control input,
the synchronization error signal’s trajectory is divergent to origin under hybrid cyber attack otherwise convergent to ori-
gin. Figure 4 illustrates control input of the synchronization error signal for CNs with three different nodes. Figure 5–7
describes the release time instants and intervals under AETS for node 1–3, respectively. Figures 8 and 9 describes the
saturation signal with and without control respectively.

Whenever the system only has deception attacks, the random Bernoulli variable 𝜆(℘), which denotes the occurrence
of deception attacks is fix to ̄

𝜆 = 0.7. Figure 10 displays the state response of synchronization for CNs against deception
attacks. The random variable ̄

𝜆 represents the deception attacks, ̄

𝜆 = 0.7 are depicted in Figure 11. The release instants
and intervals are shown in Figure 12.

Whenever the system only has replay attacks, the random Bernoulli variable 𝜇(℘), which denotes the occurrence
of deception attacks is fix to 𝜇̄ = 0.5. The state response of synchronization for CNs against replay attacks is shown in
Figure 13. The random variable 𝜇̄ represents the replay attacks, 𝜇̄ = 0.5 are depicted in Figure 14. The release instants
and intervals are shown in Figure 15.

Whenever the system only has DoS attacks, DoS attacks parameters taken as ℑ = 2.5, ℵ1 = 0.4, ℵ2 = 0.2, 𝜌1 =
0.08, 𝜌2 = 0.9, bmax = 1.3, lmin = 0.65. When the state response of synchronization for CNs against aperiodic DoS attacks

F I G U R E 2 Synchronization errors with hybrid cyber-attacks under control.
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ALI et al. 15

F I G U R E 3 Synchronization errors with hybrid cyber-attacks without control.

F I G U R E 4 Control input u(℘).

F I G U R E 5 Release instants and intervals under AETS for node 1.
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16 ALI et al.

F I G U R E 6 Release instants and intervals under AETS for node 2.

F I G U R E 7 Release instants and intervals under AETS for node 3.

F I G U R E 8 Random saturation signal ō(℘) = 0.2 with control.
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ALI et al. 17

F I G U R E 9 Random saturation signal ō(℘) = 0.2 without control.

F I G U R E 10 State response of the synchronization error system under deception attacks.

F I G U R E 11 Random variable 𝜆(℘) for ̄

𝜆 = 0.7 (deception attacks).
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18 ALI et al.

F I G U R E 12 Triggered instants and released intervals.

F I G U R E 13 State response of the synchronization error system under replay attacks.

F I G U R E 14 Random variable 𝜇(℘) for 𝜇̄ = 0.5 (replay attacks).
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ALI et al. 19

F I G U R E 15 Triggered instants and released intervals.

F I G U R E 16 State response of the synchronization error system under DoS attacks.

F I G U R E 17 Triggered instants and released intervals.

 10991115, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/acs.3625 by Seoul N

ational U
niversity, W

iley O
nline L

ibrary on [01/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



20 ALI et al.

is shown in Figure 16. It is possible to demonstrate that DoS attacks are non-periodic and satisfy Assumptions 2 and 3.
The release instants and intervals are shown in Figure 17.

Remark 5. The authors discussed in different types of control for synchronization of CNs under cyber
attacks.37,38,46 But in this work first time proposed hybrid cyber attack model for synchronization of CNs. In
compared to existing work,37 our results are quickly converge, where the trajectories are converges to origin
within 10 s as shown in Figure 2.

5 CONCLUSION

In this article, pinning based output synchronization control problem has been studied for CNs with random saturation
under hybrid cyber-attacks via an AETS is examined. A novel hybrid cyber-attacks such as Deception, replay, and DoS
attacks are first studied for synchronization of complex network. We proposed an AETS based on the adaptive law to
effectively reduce the amount of unwanted data transmission in the network. Using the Lyapunov functional approach,
some sufficient criteria for asymptotic stability have been obtained based on the output synchronization error system in
the presence of deception attacks. Finally, a numerical example is shown to demonstrate the novelty and effectiveness
of the proposed scheme. Furthermore, it is important that future research applies the proposed approach to complex
modeling with a fractional order system that has a wide range of applications in real-world engineering.
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